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Introduction
Extensive research on keyphrase generation has been focused on

the academic article domain. However, the existing models, includ-

ing state-of-the-art CopyRNN [2] and CatSeqD [7], achieve signi-

ficatly worse results in the news domain, especially inadequate for

generating absent keyphrase [4].

In this project, we propose incorporating BART to improve the per-

formance of the supervised (variable-length) keyphrase generation

task in the news domain.

We are particularly interested in generating keyphrases that are ab-

sent from the text, which branches out from the grounding informa-

tion retrieval methods that extract topics and keyphrases present in

the text.

Dataset
Wewill train, evaluate and compare ourmodel to the baselinemodel

(CatSeqD-transformer [4]) on the following new dataset.

KPTimes [1]: a large new dataset in the news domain. First pre-

sented in 2019, KPTimes contains 279,923 New York Times arti-

cles paired with editor curated two to ten keyphrases, with 55%
of the assigned keyphrases absent from the text.

The advantages of KPTimes over previous datasets in the news

domain are the sufficiently large size for neural-based training.

Takeaways
1. Sequence to sequence models can be used for tasks tradition-

ally given to classification or unsupervised topic modelling with

very satisfactory results.

2. The keyphrase generation task can be seen as an instance of

the set generation task, where the goal is to generate a set of

variable-length strings given a source document.

3. Language models are able to generate relevant key phrases

that are absent in the source text. This is their main advantage

over traditional topic modeling methods.

4. Custom loss functions help in this particular kind of language

generation task. We used a copy mechanism for generating rare

word tokens, as well as orthogonal regularization and semantic

coverage to reduce the repetitiveness of generated keyphrases.

Model

Baseline Model: CatSeqD-transformer

For our baseline model, we chose to re-implement a transformer

version of CatSeqD [4]. The original CatSeqD was a GRU-based

recurrent neural network. In our baseline, we replaced the GRUs

with transformer blocks, so that the architecture is very similar to

the transformer architecture in “Attention is All You Need”.

Our Extension: BART

We propose to use a pretrained BART model that was finetuned

on summarizing CNN news articles. The pretrained BART model

is almost identical to the transformer architecture above, except:

1. It uses byte-pair encoding (BPE) for subword tokenization in-

stead of normal word tokenization.

2. The model is larger. It uses 12 encoder and decoder layers

instead of 6.

3. It uses pretrained token vectors, as opposed to randomly ini-

tialized token vectors.

Evaluation Metrics
The first papers in 2017 to employ encoder-decoder keyphrase gen-

erationmodels usedF1 metrics to quantify the success of theirmod-

els [5], and subsequent papers have added a recall metric for eval-

uating absent keyphrases [4, 7].
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Ŷ:k
, R@k = Ŷ:k
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Results
We first reimplement the baseline model on the original dataset

KP20k in the scientific article domain and then compare the base-

line model to our model on the two new datasets:

Dataset Model
Present
(F1@O)

Present
(F1@10)

Absent
(R@50)

KP20k CatSeqD (original) 36.2 29.0 15.0

KP20k CatSeqD (reimple) 36.1 28.9 11.1

KPTimes CatSeqD 53.1 41.5 25.3

KPTimes Ours TBD TBD TBD

Table 1. The Plan and Current Progress.
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